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Abstract
Pipelines leaks in the natural gas industry present multifaceted challenges, encompassing not only diminished product volume but also environmental degradation and potential catastrophic events such as explosions. Addressing these challenges requires a comprehensive approach, including the development and implementation of effective detection systems. Previous efforts have focused on physical surveys and the utilization of acoustic systems and pressure sensors to detect leaks promptly. However, recent advancements in technology have spurred interest in mathematical and machine learning models as potential solutions. This study delves into the comparative analysis of mathematical and machine learning models for leak prediction in gas pipelines, aiming to discern the most effective approach. Specifically, an existing mathematical model, derived from the Weymouth equation, is pitted against machine learning algorithms including random forest regressor, XGBoost, and voting regressor. Through rigorous evaluation, encompassing statistical error metrics, sensitivity analysis, and economic considerations, the study sheds light on the relative efficacy of these models. Ultimately, the findings not only contribute to enhancing leak detection capabilities but also underscore the transformative potential of machine learning in addressing complex industrial challenges.

1 Introduction
The pipeline has been the major means of transportation for petroleum and its by-products from one place to another. It provides better efficiency in terms of fluid transportation compared to rail, trucks, and marine transportation. The transportation of fluids (Petroleum products) from the point of production to the end-users is now made possible and has led to the increase in the number of pipelines being constructed and laid (Chis, 2007). With this, it becomes very important for the mechanism flow in petroleum pipelines to be adequately studied and well understood.

Due to the toxic and hazardous nature of the products flowing through the pipeline, these products could cause accidents and environmental hazards if a leak occurs. These leaks are sometimes caused by complexities of environmentally or human-induced factors and disturbances generated along the pipeline flow network (Obibuike et al., 2020). Due to the increasing awareness and empathy for the environment, most of the leakage from gas pipelines has shown cost-effectiveness, and the demand for reliable detection systems is very high. This implies that the financial costs usually incurred by the company are often significantly high, including the cleaning cost of the environment and the payment for pollution as stated by the Environmental Guidelines and Standards for the Petroleum Industry in Nigeria (EGASPIN), which was issued to the Department for Petroleum Resources (DPR) at the Ministry of Petroleum Products in 1991 (Olawuyi & Tubodenyefa, 2018).

Thus, the early detection of leakages in the gas pipeline offers several advantages amidst the economic advantages: safety of gas transportation, environment protection, gas quality protection, and avoiding pipeline breakages that could be used for subsequent transportation (Nicola et al., 2018). There are several methods for the detection of leaks in gas pipelines; software and sensor devices have been built for this purpose as well. Supervisory Control and Data Acquisition (SCADA) systems have been used severally for monitoring and control of numerous industrial and infrastructural processes in the oil and gas companies. It uses several computer-based algorithms during the transportation and distribution processes as applied in the oil and gas industries. It is useful in the detection of several anomalies to find unknown intrusions in the system (Badiola & Vicente, 2021).

Leakages in gas pipelines cause economic loss to companies due to damages caused to the pipelines and the pipe network, including maintenance purposes. Since gas has low density, leakage in gas...
pipelines could cause a huge risk to the inhabitants of the location and far beyond the point of the leak, which can further result in an explosion. This study seeks to compare the use of physical models; a mathematical model modified from Weymouth horizontal gas pipeline equation and the use of intelligent models, which are machine learning regression models. The following metrics have been adopted for the evaluation of these models: statistical error metrics like Mean Squared Error (MSE), Mean Absolute Error (MAE), Root Mean Squared Error (RMSE), Sensitivity analysis, economic analysis, etc., to validate the best models for the prediction or the detection of leaks in a gas pipeline. This study assumes a horizontal gas pipeline with no default upon installation.

1.1 Definition of Terms

**Comparative Analysis**

Comparative analysis is typically defined as the comparison of two or more processes, documents, patterns, datasets, results or other objects in order to select the best option that fits into the solution of a problem (Ossai, 2019).

**Prediction**

Prediction is referred to the output of an algorithm after it has been trained on historical dataset and applied to new data when forecasting the likelihood of a particular outcome (Fedushko, 2020). Example is the prediction of where leak is likely to occur in a natural gas pipeline.

**Leakage**

Leak as used in a pipeline is the situation where a system is designed to channel fluids from one place to another that is flawed in such a way that it losses some quantity of its contents before reaching its destination.

**Natural gas**

Natural gas is a naturally occurring mixture of gaseous hydrocarbons consisting primarily of methane in addition to various smaller amounts of other higher alkanes. Low levels trace of carbon dioxide, nitrogen, hydrogen sulfide and helium which are also present.

**Physical models**

These are physical representation of the characteristics resemblance of a modeled system, with broad interest of examining the systems and studying the make-up of the system (Fokas et al., 2020).

**Machine Learning Model**

A machine learning model is a file which has been trained to recognize certain types of patterns (Saleem et al., 2022). A machine learning model is trained by providing a set of data with in-built algorithms for the learning of the patterns in the dataset (Pinheiro et al., 2020).

**Regression models**

Regression model provides a function that describes the relationship between one or more independent variables and a response, dependent, or target variable (Robinson, 2018). It could be linear, multiple, non-linear and stepwise regression models.

**Mathematical models**

A mathematical model is often described as a system by a set of variables and a set of equations used to establish relationship between variables (Boso et al., 2020). It could be used to establish the relationship between independent variables and targets (Dutta et al., 2019).

1.2 Theories

Leak detection is important during transportation of natural gas through a pipeline, to help preserved the volume of natural gas being transported through that pipeline. It is expected that the transmission of gas is done without any leak experienced. but due to unforeseen circumstances, this ideal state can’t be achieved 100%. Over the years, there have been several techniques to detect and control the leak effect during transmission gas pipeline.

a. The use of physical inspection: This involved the walking around the piping environment to detect by the sense and the use of trained animals to detect the leaks in those areas. But this method is limited in that it will not suffice for long distance transportation as it will be time consuming and stressful to the personnel involved.

b. The Use of Sensors: This requires the installation of pressure sensors at intervals of the pipelines through which the gas pipeline is being transported. It helps acquire data from the pipelines for leak detection. This method alone alert where there is leak. But cannot be used to predict other leaks in the future.

c. The use of Physics based models: Physics based models are models which build following several sets of physics and mathematical equations. These models are easy to compute and can be simulated using some software.

d. Data driven models: These are data driven solutions with great impact as they can be used to predict future happenings as against other methods which are limited to time.

2 Literature Review

Fluid flow along a natural gas pipeline make use of pressure and/or flow indicators at different sections of a pipeline, mostly only the extremes. During normal pipeline operation, there is usually steady state relationship among these indicators. Changes in these relationships will signal the occurrence of leaks. Volumetric balance is the most straightforward flow monitoring method. A leak alarm will be generated when the difference between upstream and downstream flow measurements changes by more than an established threshold. There exist several models developed for the purpose of detecting leak with conditions, assumptions and conclusions being established over time.

Considering the fact that the inlet flow rate measurements of a gas pipeline are not available and the conventional mass balance techniques cannot be used, Dinis and team gave a statistical method to the detection of leaks in subsea liquid pipelines. But his method has not been tested in gas pipelines. Dynamic model-based methods attempt to mathematically model the gas flow within a
pipeline. Using this model, flow parameters are calculated at different sections of the pipeline, and these parameters are measured as well. Then leaks can be detected by comparing the calculated and measured parameters by discretizing the pipeline model with non-uniform regions along the line. The limitation of their study is tied to the fact that the predictions are only done on seen or already existing pipelines which reduces the potential of the model to forecast on new pipelines (Kim et al., 2021).

Obibuike and his team developed a Mathematical model for the estimation of the accurate time of leak and the pressure at which leak occurs. This was done by modification of the basic equation of compressible fluid flow which include; continuity equations, momentum equations, energy equations, equations of state. They stated that leak occur when inlet mass is not equal to the outlet mass of the fluid flowing through the pipeline. After establishing this fact, they went ahead to develop a model that relates the time a leak occurs and the time it was detected. Thereby allowing for leak detection in their own view. Although the model performed with a high level of accuracy and an average error of 0.377% it can only handle limited observations as it may fall when introduced to a larger number of observation. (Igbojioku et al., 2020; Julian et al., 2019; Obibuike et al., 2020).

In order to account for the limitations experienced during handling of larger number of datasets, Akinsete in 2019 proposed a simplified approach to detect and locate leaks using ANNs as an overall rating between the patterns of pressure and flow. They adopted ANN architectures of two levels (Akinsete & Oshingbesan, 2019). The first level identifies the leakage, while the second level estimates precisely the magnitude and location of leaks. Artificial neural network was used to detect leaks of compressed air in a section of duct. The training of the neural model was performed using vibroacoustic signals picked up by a piezoelectric accelerometer. The optimization algorithm for training was the Levenberg-Marquardt, allowing a fast convergence of training for the ANN. From the results, they could detect 98% of cases of leakage and 99% in other situations with the generation of vibrations but no leak (Akinsete & Oshingbesan, 2019; Santos et al., 2014).

Several other machine learning models (Kampelopoulos, 2020) have been developed over time with which excellent performances, across classification through regression models (Chakraborty & Elzarka, 2018). This paper focuses on comparing the mathematical models to the machine learning models to evaluate the best performing models. The same dataset will be fed into the systems and predictions made on new dataset to evaluate its performance.

3 Materials and Methods

In this section, we outline the methodology employed to assess the performance of mathematical models against machine learning regression models. The mathematical model proposed by Obibuike and his team, focusing on a horizontal natural gas pipeline, serves as the cornerstone of our analysis.

The steps applied for the simulation of these models are as follows:

3.1 Mathematical model (Modified Weymouth Equation) (Julian et al., 2019; Obibuike et al., 2020)

Considering a natural horizontal gas pipeline, Obibuike developed a mathematical equation with several assumptions as stated in his research. The equations developed has been applied in the prediction of the pressure at which leak can occur and the leak location. (Julian et al., 2019; Obibuike et al., 2020). The Leak pressure is given by the eqn. 1 while the location of the leak is defined by eqn. 2 respectively.

Where:

\[ P_{\text{leak}} = \text{Leak Pressure} \]
\[ X_{\text{leak}} = \text{Leak Location} \]
\[ P_{\text{in}} = \text{Gas pipeline inlet pressure} \]
\[ P_{\text{out}} = \text{Gas pipeline outlet pressure} \]
\[ q_{\text{in}} = \text{Gas inlet flowrate} \]
\[ q_{\text{out}} = \text{Gas outlet flowrate} \]
\[ X_{\text{leak}} = \text{Leak location} \]
\[ L = \text{length of pipeline} \]

These parameters of the gas pipeline were used to develop the leak detection mathematical model modified from the Weymouth equation. In comparison to the machine learning models, the simulation of this model was done with python programming language for accurate evaluation and validation of the model’s performance with the steps shown in fig. 1 below.

![Figure 1 Steps to Simulation of the Mathematical Model on Python Program](image)

Python programming was applied for the validation of the model with codes executed on the jupyter notebook.

1. **Import of Libraries**: The python libraries used for the execution of the simulation process of the mathematical model are; NumPy – for Numerical computation, Pandas – for data manipulation and matplotlib for visualization of the trends which exist in the dataset. These libraries were adopted for better experience and for good evaluation of the performance of the model.

2. **Data Loading**: A natural gas dataset which comprises of the parameters which are dominant in the model was loaded into the notebook which was in form of a comma separated value (.csv), the loading of this dataset was made possible through the use of the library called pandas which allows creation of tables with rows and columns in python.

3. **Data Analysis**: Data analysis was carried out on the dataset to ensure the dataset was void of errors and nulls values. During this several statistical assumptions were made and established to ensure the dataset is in good shape and is responsive to the codes and the model.

4. **Model Simulation**: In Model simulation, the leak pressure model (equation) and the leak location model (equation) were coded into the python program language and given variable names respectively for which were made ready for evaluation.
5. **Model Evaluation:** In model evaluation, the model coded was subjected to test on the dataset and predictions allowed to be made on the datasets for which it was fed and evaluated with metrics on from the Sklearn library. The metrics used are; statistical metrics such as Mean Absolute Error, Mean Square Error, Root Mean Square Error, etc. With this, the performance of the model is displayed below.

3.2 **Machine Learning Model Development**

In machine learning, the same dataset was used to train three different machine learning models for which the performances were measured and evaluated to compare with that from the mathematical models. The procedure to training the machine learning models are itemized below which comprises of five major steps shown in Figure 2.

1. **Data Preparation:** This involves the manipulation and wrangling of the dataset to suit the purpose for which is to be used for with respect to the nature of the dataset. It includes; checking for missing values, outlier’s treatment, exploring for other errors and cleaning the dataset to be void of these unconformities.

2. **Feature Engineering:** Since machine learning models are intelligent models and performs better when the structure of a dataset is coherent and is in line which the expectation of the models, thus there is need for the engineering of the dataset which cut across the extraction of features which are relevant to the modeling process and the scaling of the dataset to ensure they have the same standard deviation for improved performance during evaluation.

3. **Hyperparameter Tuning:** This process involves the selection of the hyperparameters for which will result in excellent performance. The GridSearchCv algorithm from Sklearn was applied in the selection process of these parameters.

4. **ML Model Training:** This is the most important step where the dataset being divided into the train and the test data of 80 to 20 percentage ratio for which the train and the test data were obtained respectively. The train dataset was used for the training of the ML model for the ML model was expected to study the patterns inherent the dataset and predictions made on the test dataset. In this study, three models were trained which include two ensemble models (random forest regressor and the voting regressor) and a booster model (XtraGradient Boost regressor).

5. **Model Evaluation:** In model evaluation, the statistical error metrics were applied to measure the performance of the model. The same metrics used in the mathematical models were applied as well to ensure there is reduction in bias during comparison.

4 **Results and Analysis**

The result is done for the two different aspects, the result from the mathematical modelling and the result from the machine learning modelling.

4.1 **Mathematical Model Results**

After the simulation of the mathematical models and predictions made for the leak pressure and the leak location of a gas pipeline, the result of the statistical metrics is presented below

<table>
<thead>
<tr>
<th>Mean Absolute Error</th>
<th>Mean Square Error</th>
<th>Root Mean Square Error</th>
<th>R-Square Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>40.1475</td>
<td>2419.3790</td>
<td>49.1872</td>
<td>0.8877</td>
</tr>
</tbody>
</table>

This implies that the performance of the mathematical model was observed to be 88.87% with the errors scores as presented in table 1 and fig. 3.

4.2 **Machine Learning Model Training Results**

After the testing and the evaluation of the machine learning models trained, the performance of the models is presented below with visualizations. From table 2, it is experienced that the performance of the machine learning models trained recorded 90+% accuracy both on the train and test dataset which implies better performance compared to the mathematical models. Trend analysis was performed to observe the trend and the path for which the mathematical and the machine learning models predicted the leaks experience in the gas pipelines. The results are presented in Figures 4, 5, 6, and 7 for mathematical model, random forest regressor, XGBoost regressor, and Voting regressor model respectively.
Table 2 Machine Learning Performance Result.

<table>
<thead>
<tr>
<th>ML Models</th>
<th>Mean Absolute Error</th>
<th>Mean Square Error</th>
<th>Root Mean Square</th>
<th>Accuracy on train data</th>
<th>Accuracy on test data</th>
<th>R-Square Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>Random Forest Regressor</td>
<td>0.4379</td>
<td>1.1460</td>
<td>1.0705</td>
<td>0.9962</td>
<td>0.9094</td>
<td>0.9094</td>
</tr>
<tr>
<td>XGBoost Regressor</td>
<td>0.5966</td>
<td>1.1306</td>
<td>1.0633</td>
<td>0.9998</td>
<td>0.9107</td>
<td>0.9107</td>
</tr>
<tr>
<td>Voting Regressor</td>
<td>0.4948</td>
<td>1.0430</td>
<td>1.0213</td>
<td>0.9990</td>
<td>0.9176</td>
<td>0.9176</td>
</tr>
</tbody>
</table>

From the trend analysis results shown in Figures above, the trend between the actual leak location and the prediction leak location are depicted by the blue and the green colour lines respectively. The analysis shows that the machine learning models were able to predict accurately the leak location with above 90% accuracy more than the mathematical models.

4.3 Limitations of Mathematical Models
Mathematical models have several limitations which cut across the flowing:
1. Poor performance when evaluated on large dataset
2. Predictions from mathematical models are not trusted due to its poor performance score.
3. Prone to errors during simulation or when coding as it requires the coding of a long equation into the Integrated Development Environment (IDE).

These limitations were experienced during the course of this study for which machine learning models accounted for these limitations by providing an excellent performance, with speed in handling large datasets and reduced error of less than 3%.

5 Conclusions
In conclusion, our comparative analysis between mathematical models and machine learning models unequivocally demonstrates the superior performance of the latter in detecting leaks in gas pipelines. The machine learning regression models, including the random forest regressor, XGBoost regressor, and voting regressor, consistently outperformed the mathematical model, boasting accuracies exceeding 90% with minimal errors. Conversely, the mathematical model exhibited lower accuracy, hovering around 80%, coupled with higher error rates.

These findings underscore the efficacy of machine learning models, particularly in scenarios involving large datasets, where quick response and accurate detection are paramount. As such, we advocate for the integration of machine learning regression models alongside existing sensor devices for enhanced leak detection capabilities in gas pipelines. By leveraging advanced technologies like machine learning, we can not only mitigate the environmental and economic repercussions of pipeline leaks but also pave the way for more efficient and reliable infrastructure management practices.
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